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SOMOS INESEM

INESEM es una Business School online especializada con un fuerte sentido transformacional. En un
mundo cambiante donde la tecnologia se desarrolla a un ritmo vertiginoso nosotros somos activos,
evolucionamos y damos respuestas a estas situaciones.

Apostamos por aplicar la innovacién tecnoldgica a todos los niveles en los que se produce la
transmision de conocimiento. Formamos a profesionales altamente capacitados para los trabajos mas
demandados en el mercado laboral; profesionales innovadores, emprendedores, analiticos, con
habilidades directivas y con una capacidad de anadir valor, no solo a las empresas en las que estén
trabajando, sino también a la sociedad. Y todo esto lo podemos realizar con una base sélida sostenida
por nuestros objetivos y valores.
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A way to learn, a way to grow
Elige Inesem






INESEM FORMACION CONTINUA

RANKINGS DE INESEM

INESEM Business School ha obtenido reconocimiento tanto a nivel nacional como internacional debido
a su firme compromiso con la innovacion y el cambio.

Para evaluar su posicién en estos rankings, se consideran diversos indicadores que incluyen la

percepcion online y offline, la excelencia de la institucién, su compromiso social, su enfoque en la
innovacién educativay el perfil de su personal académico.
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BY EDUCA EDTECH

Inesem es una marca avalada por EDUCA EDTECH Group, que estd compuesto por un conjunto de
experimentadas y reconocidas instituciones educativas de formacién online. Todas las entidades que
lo forman comparten la misién de democratizar el acceso a la educacioén y apuestan por la
transferencia de conocimiento, por el desarrollo tecnolégico y por la investigacion.
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METODOLOGIA LXP

La metodologia EDUCA LXP permite una experiencia mejorada de aprendizaje integrando la Al en
los procesos de e-learning, a través de modelos predictivos altamente personalizados, derivados del

estudio de necesidades detectadas en la interaccion del alumnado con sus entornos virtuales.

EDUCA LXP es fruto de la Transferencia de Resultados de Investigacion de varios proyectos
multidisciplinares de |+D+i, con participacion de distintas Universidades Internacionales que
apuestan por la transferencia de conocimientos, desarrollo tecnolégico e investigacion.
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1. Flexibilidad

Aprendizaje 100% online y flexible, que permite al alumnado estudiar
donde, cuando y como quiera.

2. Accesibilidad

Cercania y comprensiéon. Democratizando el acceso a la educacién
trabajando para que todas las personas tengan la oportunidad de seguir
formandose.

3. Personalizacion

Itinerarios formativos individualizados y adaptados a las necesidades de
cada estudiante.

4. Acompanamiento / Seguimiento docente

Orientacion académica por parte de un equipo docente especialista en
su area de conocimiento, que aboga por la calidad educativa adaptando
los procesos a las necesidades del mercado laboral.

5. Innovacion

Desarrollos tecnolégicos en permanente evolucién impulsados por la Al
mediante Learning Experience Platform.

6. Excelencia educativa

Enfoque didactico orientado al trabajo por competencias, que favorece
un aprendizaje practico y significativo, garantizando el desarrollo
profesional.
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RAZONES POR LAS QUE ELEGIR INESEM

1. Nuestra Experiencia

Mas de 18 afos de experiencia. 25% de alumnos internacionales.

Mas de 300.000 alumnos ya se han for- 97% de satisfaccion

mado en nuestras aulas virtuales .
100% lo recomiendan.

Alumnos de los 5 continentes. Mas de la mitad ha vuelto a estudiar
en Inesem.

2. Nuestro Equipo

En la actualidad, Inesem cuenta con un equipo humano formado por mas 400 profesionales.
Nuestro personal se encuentra sélidamente enmarcado en una estructura que facilita la mayor
calidad en la atencién al alumnado.

3. Nuestra Metodologia

100% ONLINE APRENDIZAJE

Estudia cuando y desde donde Pretendemos que los nuevos

quieras. Accede al campus virtual conocimientos se incorporen de forma
desde cualquier dispositivo. sustantiva en la estructura cognitiva
EQUIPO DOCENTE NO ESTARAS SOLO
Inesem cuenta con un equipo de Acompafamiento por parte del equipo
profesionales que haran de tu estudio una de tutorizacién durante toda tu
experiencia de alta calidad educativa. experiencia como estudiante
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4. Calidad AENOR

Somos Agencia de Colaboraciéon N°99000000169 autorizada por el Ministerio
de Empleo y Seguridad Social.
Se llevan a cabo auditorias externas anuales que garantizan la maxima calidad AENOR.

Nuestros procesos de ensefianza estan certificados por AENOR por la ISO 9001.

GESTION GESTION

.
DELACALIDAD AMBIENTAL :: I Q N E T

1509001 15014001 2 LTD

5. Somos distribuidores de formacion

Como parte de su infraestructura y como muestra de su constante expansién Euroinnova
incluye dentro de su organizacion una editorial y una imprenta digital industrial.
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Master en Deep Learning para Procesamiento de Lenguaje Natural (NLP) +
60 Créditos ECTS

DURACION
1500 horas

MODALIDAD
ONLINE

ACOMPANAMIENTO
PERSONALIZADO

Titulaciéon

Titulacion de Master de Formacién Permanente en Deep Learning para Procesamiento de Lenguaje
Natural (NLP) con 1500 horas y 60 ECTS expedida por UTAMED - Universidad Tecnoldgica Atlantico
Mediterraneo.

formacion

() inesem


https://www.formacioncontinua.eu/Master-Deep-Learning-Npl

INESEM FORMACION CONTINUA

@ inesem
g formacién

INESEM BUSINESS SCHOOL

como centro acreditado para la imparticién de acciones formativas

expide el pr
NOMBRE DEL ALUMNO/A

con nimero de documento XXXXXXXXX ha superado los estudios correspondientes de

NOMBRE DEL CURSO

con una duracion de XXX horas, perteneciente al Plan de Formacion de Inesem Business School

te titulo propio

¥ para que surta los efectos pertinentes queda registrado con nimero de expediente XXXX/XXXX-XXXX-XXXXXX.

Con una calificacion XXXXXXXXNNNX

¥ para que conste expido la presente titulacion en Granada, a (dia) de (mes) del (afio)

NOMBRE ALUMNO/A NOMBRE DE AREA MANAGER

Firma del Alumno/a La Direceién Académica

Descripcion

Gracias a este Master Deep Learning para Procesamiento de Lenguaje Natural (NLP) podras conocer
de primera mano los aspectos mds importantes de la creacion de sistemas inteligentes capaces de
entendery generar lenguaje humano en un mundo tan conectado y dependiente de la informacion
textual y oral. Cuando hayas finalizado, tendras conocimientos sélidos para desarrollar y desplegar
soluciones avanzadas de NLP, utilizando Deep Learning, Transformers y las ultimas arquitecturas como
BERT o GPT, dominando ademas un espectro muy amplio de técnicas. Sin olvidar que, gracias al
estudio profundo de modelos de atencién, técnicas avanzadas y aplicaciones en dominios especificos,
conoceras qué estrategias son mds efectivas y como abordar los desafios reales del NLP.

Objetivos

e Dominar fundamentos de Deep Learning y su aplicaciéon en NLP.

e Preprocesary representar texto para modelos de lenguaje avanzados.
Aplicar redes neuronales (RNN, CNN) y Transformers en tareas NLP.
Utilizar modelos como BERT y GPT para comprensién y generacion.
Implementar técnicas avanzadas de NLP y aprendizaje por refuerzo.
Desplegar y operacionalizar modelos NLP (MLOps) en produccién.
Gestionar la ética, sesgos y privacidad en proyectos de NLP.
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Para qué te prepara

Este Master Deep Learning para Procesamiento de Lenguaje Natural (NLP) va dirigido a profesionales
de ingenieria, ciencia de datos o investigacion y desarrollo, y para personas que quieran especializarse
en la creacién de soluciones de NLP de vanguardia, mejorando sus habilidades técnicas con modelos
de Deep Learning complejos, o liderar la innovacion en IA y lenguaje.

A quién va dirigido

Con este Master Deep Learning para Procesamiento de Lenguaje Natural (NLP) tendras la posibilidad
de aprender las técnicas mas sofisticadas para el tratamiento del lenguaje mediante IA, dirigidas al
diseno, desarrollo, despliegue y mantenimiento de sistemas NLP robustos y escalables, la innovacién
en la aplicacién de modelos Transformers en diversos dominios y profundizando en aspectos de
MLOps, ética y evaluacion de modelos.

Salidas laborales

Las principales salidas profesionales de este Master Deep Learning para Procesamiento de Lenguaje
Natural (NLP) incluyen areas como la ciencia de datos especializada en lenguaje, especialista en
MLOps, ingenieria, entre otros. Estas areas estan demandando profesionales para liderar la innovacion
en el procesamiento del lenguaje en empresas tecnoldgicas.
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TEMARIO

MODULO 1. DEEP LEARNING PARA PROCESAMIENTO DE LENGUAJE NATURAL (NLP)
UNIDAD DIDACTICA 1. INTRODUCCION AL DEEP LEARNING APLICADO AL LENGUAJE

1. Panorama general del lenguaje natural y su tratamiento computacional
2. Distinciones entre aprendizaje profundo y aprendizaje tradicional

3. Métodos para representar el lenguaje en vectores

4. Bases de las redes neuronales artificiales

UNIDAD DIDACTICA 2. MODELOS RECURRENTES PARA SECUENCIAS DE TEXTO

1. Funcionamiento bdasico de las redes recurrentes

2. Problemas de estabilidad en el entrenamiento

3. Mejoras con unidades LSTM y GRU

4. Aplicaciones a series de texto y contextos dependientes

UNIDAD DIDACTICA 3. ANALISIS DE TEXTO CON REDES CONVOLUCIONALES

1. Uso de CNN para modelado de secuencias textuales
2. Deteccion de patrones locales en frases

3. Comparativa con modelos secuenciales

4. Combinacién de CNNy RNN en entornos mixtos

UNIDAD DIDACTICA 4. MODELOS TRANSFORMER Y ATENCION EN NLP

Fundamentos del mecanismo de atencién en redes neuronales
Estructura del modelo Transformer

Divisién funcional entre codificadores y decodificadores
Evaluacién frente a arquitecturas anteriores

PN

UNIDAD DIDACTICA 5. USO DE MODELOS ENTRENADOS PREVIAMENTE

1. Concepto de preentrenamiento en grandes corpus

2. Principales modelos del estado del arte: BERT, GPT, etc
3. Ajuste fino para tareas concretas

4. Transferencia de conocimientos entre dominios

UNIDAD DIDACTICA 6. GENERACION AUTOMATICA DE LENGUAJE NATURAL

1. Conceptos clave en la produccién automatica de texto
2. Arquitecturas generativas modernas

3. Estrategias para generar secuencias coherentes

4. Personalizacién del estilo y contenido generado

MODULO 2. REPRESENTACION Y PREPROCESAMIENTO DEL LENGUAJE
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UNIDAD DIDACTICA 1. TOKENIZACION Y NORMALIZACION DE TEXTO

1. Métodos de tokenizaciéon

2. Lematizaciény stemming

3. Eliminacién de stopwordsy simbolos
4. Casos practicos de normalizacién

UNIDAD DIDACTICA 2. REPRESENTACION NUMERICA DEL LENGUAJE

1. One-hot encoding y Bag of Words
2. TF-IDF y sus variantes
3. Limitaciones de las representaciones clasicas

UNIDAD DIDACTICA 3. WORD EMBEDDINGS

1. Concepto de word embedding
2. Word2Vec: Skip-gram y CBOW
3. GloVey FastText

4. Visualizacién de embeddings

UNIDAD DIDACTICA 4. CONTEXTUALIZACION DE EMBEDDINGS

1. Limitaciones de embeddings estaticos
2. Embeddings contextuales: ELMoy BERT
3. Fine-tuning de embeddings

4. Aplicaciones practicas

UNIDAD DIDACTICA 5. PREPROCESAMIENTO AVANZADO DE TEXTO

1. Detecciény correccién ortografica

2. Manejo de emojis y caracteres especiales

3. Normalizacién de entidades y nombres propios
4. Preprocesamiento multilingiie

UNIDAD DIDACTICA 6. EXTRACCION DE CARACTERISTICAS PARA NLP

1. N-gramas y extraccion de frases clave
2. Seleccién de caracteristicas relevantes
3. Reducciéon de dimensionalidad

4. Técnicas de extraccién automadtica

UNIDAD DIDACTICA 7. ANALISIS EXPLORATORIO DE DATOS TEXTUALES

1. Estadisticas descriptivas en NLP

2. Deteccion de outliers en texto

3. Andlisis de frecuencias y coocurrencias
4. Herramientas para analisis exploratorio

UNIDAD DIDACTICA 8. LIMPIEZA Y FILTRADO DE DATOS TEXTUALES
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1. Eliminacion de duplicados y ruido

2. Filtrado de textos irrelevantes

3. Deteccion y manejo de datos corruptos
4. Automatizacion del proceso de limpieza

MODULO 3. REDES NEURONALES Y ARQUITECTURAS CLASICAS EN NLP
UNIDAD DIDACTICA 1. INTRODUCCION A REDES NEURONALES EN NLP

1. Arquitectura basica de perceptréon multicapa
2. Adaptacion de redes a tareas de texto

3. Entrenamiento y validacién en NLP

4. Casos de uso iniciales

UNIDAD DIDACTICA 2. REDES FEEDFORWARD Y APLICACIONES EN NLP

Funcionamiento de redes feedforward
Clasificacion de textos con redes densas
Limitaciones para secuencias largas
Ejemplos practicos

PN

UNIDAD DIDACTICA 3. REDES RECURRENTES (RNN)

1. Principios de las RNN

2. Backpropagation Through Time (BPTT)

3. Aplicaciones en secuencias de texto

4. Problemas de desvanecimiento del gradiente

UNIDAD DIDACTICA 4. LSTM Y GRU

1. Arquitectura de LSTM

2. Diferencias entre LSTM y GRU
3. Aplicaciones en NLP

4. Comparativa de rendimiento

UNIDAD DIDACTICA 5. REDES CONVOLUCIONALES PARA TEXTO (CNN)

1. Adaptacién de CNN al procesamiento de texto

2. Extraccién de caracteristicas locales

3. Modelos hibridos CNN-RNN

4. Aplicaciones en clasificacién y analisis de sentimiento

UNIDAD DIDACTICA 6. AUTOENCODERS EN NLP

1. Principios de autoencoders

2. Reduccién de dimensionalidad en texto
3. Aplicaciones en generaciéony compresion
4. Limitaciones de los autoencoders

UNIDAD DIDACTICA 7. MODELOS SECUENCIA A SECUENCIA (SEQ2SEQ)

Ver en la web
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1. Arquitectura encoder-decoder

2. Aplicaciones en traduccién automatica
3. Atencién bésica en Seq2Seq

4. Ejemplos practicos

UNIDAD DIDACTICA 8. REGULARIZACION Y OPTIMIZACION EN REDES PARA NLP

1. Técnicas de regularizaciéon (Dropout, BatchNorm)
2. Early stoppingy ajuste de hiperpardmetros

3. Optimizacién especifica para texto

4. Estrategias para evitar overfitting

MODULO 4. TRANSFORMERS Y MODELOS DE ATENCION
UNIDAD DIDACTICA 1. INTRODUCCION A LA ATENCION EN NLP

1. Concepto de atencién en redes neuronales
2. Motivaciény ventajas

3. Atencién global vs. local

4. Aplicaciones iniciales

UNIDAD DIDACTICA 2. ARQUITECTURA TRANSFORMER

1. Estructura bdsica de un Transformer
2. Multi-head attention

3. Positional encoding

4. Entrenamiento y escalabilidad

UNIDAD DIDACTICA 3. MODELOS BERT Y VARIANTES

1. Introduccién a BERT

2. Pre-entrenamiento y fine-tuning

3. Modelos derivados: ROBERTa, DistilBERT
4. Aplicaciones en NLP

UNIDAD DIDACTICA 4. MODELOS GPT Y GENERACION DE TEXTO

1. Arquitectura de GPT y variantes

2. Generacion de texto coherente

3. Aplicaciones en chatbots y asistentes
4. Limitacionesy retos

UNIDAD DIDACTICA 5. MODELOS SEQ2SEQ CON ATENCION

1. Encoder-decoder con atencion
2. Traduccién automatica avanzada
3. Resumen automatico de textos
4. Implementacion practica

UNIDAD DIDACTICA 6. MODELOS MULTILINGUES Y MULTIMODALES
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1. Modelos multilinglies: mBERT, XLM-R
2. Transferencia entre idiomas

3. Modelos multimodales: texto-imagen
4. Aplicacionesy desafios

UNIDAD DIDACTICA 7. FINE-TUNING DE TRANSFORMERS PARA TAREAS ESPECIFICAS

1. Seleccion de tareas y datasets
2. Ajuste de hiperparametros

3. Técnicas de regularizacién

4. Evaluacion de resultados

UNIDAD DIDACTICA 8. INTERPRETABILIDAD EN MODELOS DE ATENCION

1. Visualizacion de pesos de atencién
2. Andlisis de decisiones del modelo

3. Herramientas para interpretabilidad
4. Casos practicos

MODULO 5. TECNICAS AVANZADAS DE NLP Y DEEP LEARNING
UNIDAD DIDACTICA 1. MODELOS DE LENGUAJE PROBABILISTICOS

1. Modelos de Markov y n-gramas

2. Modelos de lenguaje neuronal

3. Generaciony prediccion de texto

4. Evaluacion de modelos probabilisticos

UNIDAD DIDACTICA 2. MODELOS GENERATIVOS AVANZADOS

1. Autoencoders variacionales (VAE)

2. Generative Adversarial Networks (GANs) para texto
3. Aplicaciones creativas y de sintesis

4. Retosy limitaciones

UNIDAD DIDACTICA 3. MODELADO DE TEMAS Y LDA

1. Introduccién al modelado de temas

2. Latent Dirichlet Allocation (LDA)

3. Aplicaciones en clasificacién y clustering
4. Visualizacién de temas

UNIDAD DIDACTICA 4. APRENDIZAJE POR REFUERZO EN NLP

1. Fundamentos del aprendizaje por refuerzo
2. Aplicaciones en generacion de texto

3. Modelos de didlogo interactivo

4. Retosy oportunidades

UNIDAD DIDACTICA 5. ZERO-SHOT Y FEW-SHOT LEARNING EN NLP

Ver en la web
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1. Conceptos clave y motivacion

2. Modelos preentrenados y adaptacion rapida
3. Aplicaciones en tareas con pocos datos

4. Ejemplos practicos

UNIDAD DIDACTICA 6. TECNICAS DE DATA AUGMENTATION EN NLP

1. Métodos de aumento de datos en texto
2. Generacion de ejemplos sintéticos

3. Evaluacién del impacto en modelos

4. Herramientasy librerias

UNIDAD DIDACTICA 7. INTERPRETABILIDAD Y EXPLICABILIDAD EN NLP

1. Métodos para explicar modelos de NLP
2. Herramientas: LIME, SHAP, ELI5

3. Visualizacién de decisiones

4. Casos de uso

UNIDAD DIDACTICA 8. ROBUSTEZ Y SEGURIDAD EN MODELOS DE NLP

1. Ataques adversariales en NLP

2. Estrategias de defensay robustez

3. Evaluacién de la seguridad de modelos
4. Buenas practicas

MODULO 6. NLP APLICADO A DOMINIOS ESPECIFICOS
UNIDAD DIDACTICA 1. NLP EN SALUD Y BIOMEDICINA

1. Procesamiento de historias clinicas
2. Extraccion de informacién médica
3. Andlisis de literatura cientifica

4. Aplicaciones en diagnoéstico asistido

UNIDAD DIDACTICA 2. NLP EN FINANZAS Y BANCA

1. Andlisis de noticias financieras

2. Procesamiento de informesy contratos
3. Deteccion de fraude y anomalias

4. Aplicaciones en trading algoritmico

UNIDAD DIDACTICA 3. NLP EN LEGALTECH Y DOCUMENTOS JURIDICOS

1. Procesamiento de contratos legales
2. Extraccién de cldusulas y entidades
3. Andlisis de jurisprudencia

4. Automatizacién de informes legales

UNIDAD DIDACTICA 4. NLP EN EDUCACION Y E-LEARNING
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1. Analisis de contenidos educativos

2. Generacion automatica de ejercicios
3. Evaluacion automatica de respuestas
4. Personalizacién del aprendizaje

UNIDAD DIDACTICA 5. NLP EN MARKETING Y OPINION PUBLICA

1. Andlisis de campanas y encuestas

2. Deteccion de tendencias y temas emergentes
3. Segmentacion de audiencias

4. Aplicaciones en reputacién online

UNIDAD DIDACTICA 6. NLP EN RECURSOS HUMANOS

1. Andlisis de curriculums y cartas de presentacion
2. Matching automatico de candidatos

3. Deteccion de habilidades y competencias

4. Automatizacién de procesos de seleccién

UNIDAD DIDACTICA 7. NLP EN COMERCIO ELECTRONICO

1. Andlisis de resefnas y opiniones de productos
2. Deteccion de necesidades del cliente

3. Recomendaciones personalizadas

4. Automatizacién de atencién al cliente

UNIDAD DIDACTICA 8. NLP EN MEDIOS Y PERIODISMO

1. Andlisis de noticias y tendencias

2. Deteccion de fake news

3. Generacion automatica de titulares
4. Monitorizacién de medios

MODULO 7. OPERACIONALIZACION Y DESPLIEGUE DE MODELOS NLP
UNIDAD DIDACTICA 1. INTRODUCCION A MLOPS PARA NLP

Conceptos basicos de MLOps

Ciclo de vida de un modelo NLP
Herramientas y plataformas para MLOps
Desafios en la operacionalizacion

PN

UNIDAD DIDACTICA 2. DESPLIEGUE DE MODELQOS EN PRODUCCION

1. Estrategias de despliegue (batch, online, edge)

2. Contenerizacién con Docker

3. Orquestacion con Kubernetes

4. Integracion continuay despliegue continuo (CI/CD)

UNIDAD DIDACTICA 3. MONITORIZACION Y MANTENIMIENTO DE MODELOS
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1. Seguimiento de métricas en produccién

2. Deteccion de drift y degradacion de modelos
3. Retrainingy actualizaciéon de modelos

4. Alertasy sistemas de monitorizacién

UNIDAD DIDACTICA 4. ESCALABILIDAD Y RENDIMIENTO EN NLP

1. Optimizacién de recursos en produccion
2. Balanceo de cargay alta disponibilidad
3. Técnicas de paralelizacién

4. Costesy eficiencia

UNIDAD DIDACTICA 5. SEGURIDAD Y PRIVACIDAD EN MODELOS NLP

1. Amenazasy vulnerabilidades en NLP
2. Estrategias de proteccion de datos

3. Cumplimiento normativo (GDPR, etc.)
4. Auditoriay trazabilidad

UNIDAD DIDACTICA 6. APIS Y MICROSERVICIOS PARA NLP

1. Disefo de APIs para modelos NLP

2. Integracion con sistemas externos

3. Microservicios y arquitectura orientada a servicios
4. Casos practicos

UNIDAD DIDACTICA 7. AUTOMATIZACION DE PIPELINES DE NLP

1. Herramientas de automatizacién (Airflow, Kubeflow)
2. Definicién de workflows de NLP

3. Gestion de dependencias y versiones

4. Ejemplos de pipelines automatizados

UNIDAD DIDACTICA 8. TESTING Y VALIDACION EN PRODUCCION

1. Pruebas unitarias y de integracion
2. Validaciéon continua de modelos
3. Pruebas A/By experimentacion

4. Gestion de incidencias

MODULO 8. INTEGRACIONES Y ETICA EN NLP
UNIDAD DIDACTICA 1. GESTION DE VERSIONES Y CONTROL DE MODELOS

1. Versionado de modelos y datasets

2. Herramientas de control de versiones
3. Rollbacky gestién de cambios

4. Estrategias de actualizacion

UNIDAD DIDACTICA 2. INTEGRACION DE MODELOS NLP EN APLICACIONES

°
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Embedding de modelos en aplicaciones web y moéviles
Integracion con chatbots y asistentes

Casos de uso en empresas

Retos y soluciones

PN

UNIDAD DIDACTICA 3. ANALITICA Y REPORTING EN MODELOS NLP

1. Métricas clave para modelos en produccién
2. Dashboards y visualizacion de resultados
3. Andlisis de logs y trazabilidad

4. Presentacion de resultados a stakeholders

UNIDAD DIDACTICA 4. OPTIMIZACION DE COSTES EN DESPLIEGUE DE NLP

1. Estrategias para reducir costes
2. Uso eficiente de recursos cloud
3. Automatizacion de escalado

4. Evaluacion de ROI

UNIDAD DIDACTICA 5. ETICA Y REGULACION EN DESPLIEGUE DE MODELOS NLP

1. Consideraciones éticas en produccién
2. Cumplimiento de normativas

3. Transparenciay explicabilidad

4. Casos practicos

UNIDAD DIDACTICA 6. PRINCIPIOS ETICOS EN DEEP LEARNING Y NLP

1. Etica en el desarrollo de modelos de lenguaje
2. Responsabilidad social en IA

3. Transparenciay explicabilidad

4. Ejemplos de dilemas éticos

UNIDAD DIDACTICA 7. SESGOS Y DISCRIMINACION EN MODELOS DE LENGUAJE

1. Tipos de sesgos en NLP

2. Deteccion y mitigacién de sesgos
3. Impacto social de los sesgos

4. Estrategias de reduccién

UNIDAD DIDACTICA 8. PRIVACIDAD Y PROTECCION DE DATOS EN NLP

1. Regulaciones de privacidad aplicables

2. Técnicas de anonimizacién y seudonimizacion
3. Gestion de datos sensibles

4. Casos practicos

Ver en la web
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iMatricularme ya!

TeléfFonos de contacto
Y

IEncuéntranos aqui!

Edificio Educa Edtech

@

Horario atencién al cliente

Lunes a Jueves:

Viernes:
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